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— s 2015 CERN openlab has been created to support the computing and data-management goals set by the LHC
AL = 15 years of innovative projects between CERN and leading IT companies
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Storing and serving data

with Companies

Compute management and provisioning (cloud) Assuming we need to save a factor-10
Managing resources for processing cost over what we may expect from:
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Moore’s law expectations
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1/3 from reducing infrastracture cost Computing Platforms

Contributors and Code Optimization

1/3 from software performance
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1/3 from more intelligence — write less

data, move processing closer to experiment Data Analytics

The other CERN openlab research areas are more directly linked to experiments
and IT services.
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BROCADE Networking and Connectivity

* openlab collaboration with Brocade

— Enhance and generalize the Brocade Flow Optimizer (BFO) architecture to meet CERN
requirements

* Fellow actively participating in product development
Strong integration with Brocade’s development team based in San Jose, California
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Preparing functional specifications, code developments, testing
BFO 1.3 released in Aug 2016 with essential features and enhancements

CERN contributions: Bro IDS & Palo Alto firewall plugins
* Use case identified: BFO-enabled Intrusion Detection System

Scalable, programmable IDS setup
Featuring BFO, OpenFlow and Brocade MLXe hardware

Symmetric load-balancing, mirroring suspicious traffic to a dedicated PCAP server,
dynamic IDS offloading of bulk data transfers

Collaboration
with Communities

Promising perspective of production deployment

@radspace.  Rackspace and CERN Collaboration (intel)’ Code Modernization Project Data Analytics and Machine Learning

Investigating ways to more efficiently select events from the

* Federation project is now complete with all code integrated into the * The increasing need for computing has prompted an effort to stream of data using “big data” techniques
upstream OpenStack community optimize scientific codes for the new computing architectures

. . — Possible to achieve enormous improvements in code performance ) ] .
* Now worklng on use of containers on OpenStack using modern techniques P P Look|ng at ways to use machine |earn|ng for

One of the few areas with enough potential for improvement to — Resource optimization and anomaly detection
close the resource gaps in the upgrade program

— Event categorization
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— ldentification of physics objects
— Reconstruction through computer visualization

Education
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Regular workshops

Topical workshops and lectures
Training courses

CERN openlab Summer Student
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